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Atmospheric Correction of ASTER
K. Thome, F. Palluconi, T. Takashima, and K. Masuda

Abstract—An atmospheric correction algorithm for operational
use for the high-spatial resolution, Advanced Spaceborne Ther-
mal Emission and Reflection Radiometer (ASTER) is presented.
The correction is a straightforward approach relying on inputs
from other satellite sensors to determine the atmospheric char-
acteristics of the scene to be corrected. Methods for the solar
reflective and thermal infrared (TIR) are presented separately.
The solar-reflective approach uses a lookup table (LUT) based
on output from a Gauss–Seidel iteration radiative transfer code.
A method to handle adjacency effects is included that relies on
model output, assuming a checkerboard surface. An example of a
numerical simulation shows that the effect of a land surface on the
radiance over the ocean is stronger just off the coastal zone and
decreases exponentially with increasing distance from the land.
A typical numerical simulation is performed over the Tsukuba
lake area in Japan. The TIR approach relies on the radiative
transfer code Moderate Resolution Atmospheric Radiance and
Transmittance Model (MODTRAN). The code is run for a given
set of atmospheric conditions for multiple locations in the scene
for several representative elevations. Pixel-by-pixel radiances are
then found using spatial interpolation. Sensitivity analysis of the
methods indicate that the results of the atmospheric correction
will be limited by the accuracies of the input parameters.

Index Terms—Advanced Spaceborne Thermal Emission and
Reflection Radiometer (ASTER), atmospheric correction, lookup
table.

I. INTRODUCTION

ONE of the objectives of the Advanced Spaceborne Ther-
mal Emission and Reflection Radiometer (ASTER) is to

provide estimates of the surface-leaving radiance by applying
an atmospheric correction to the data. ASTER is a high-
spatial resolution imaging spectroradiometer provided by the
Japanese Ministry of International Trade and Industry to the
National Aeronautics and Space Administration (NASA). It
is part of NASA’s Earth Observing System (EOS)-AM1
spacecraft [1], [2]. Details on the design and operation of
ASTER can be found in other sources [3]–[5], but key el-
ements to the atmospheric correction are given here. The
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sensor has three subsystems: the visible and near-infrared
(VNIR) with 15-m resolution, shortwave infrared (SWIR)
with 30-m resolution, and thermal infrared (TIR) with 90-m
resolution [6], [7]. Details on the bands and radiometric
requirements are shown in Table I. The band 3N refers to the
nadir-looking band and the identical band, 3B, views with a
separate telescope in the aft direction for stereo imaging. The
swath width of ASTER is 60 km, with cross-track pointing
of 8.6 for the SWIR and TIR and 24.0for the VNIR.
ASTER continues the trend to higher spatial resolution surface
imaging begun with the Landsat Thematic Mapper (TM)
and Systeme Pour l’Observation de la Terre (SPOT) Haute
Resolute Visible (HRV) cameras. Previous instruments with
both solar-reflective and thermal bands, notably, the Advanced
Very High Resolution Radiometer (AVHRR), TM, and the
Heat Capacity Mapping Mission (HCMM), either have lower
spatial resolution (AVHRR, HCMM) or provide single-channel
thermal data (TM, HCMM). ASTER increases the number of
bands relative to these sensors while providing high-spatial
resolution and same-orbit stereo capability.

Atmospheric correction provides estimates of the radiation
emitted and reflected at the surface, and it is necessary
for observing parameters that are intrinsic to the surface.
ASTER operates in two distinct spectral regions: the solar
reflective (VNIR and SWIR bands), where the dominant
source is reflected sunlight, and the TIR, where the dominant
source is terrestrial emission. Thus, the atmospheric correction
problem can be viewed as two distinct problems. For the solar
reflective, accurate atmospheric correction removes the effects
of changes in satellite-sun geometry and atmospheric condi-
tions due to aerosol scattering [8]. Atmospherically corrected
surface reflectance images improve the accuracy of surface-
type classification [9], [10] and are a basis for estimating
the radiation budget of the earth [11]. Full use of satel-
lite data for agricultural resource management also requires
atmospheric correction [12]. Past work in atmospherically
correcting satellite data has been successful over the ocean
because of assumptions about the spectral reflectance allow
aerosol parameters to be determined [13], [14]. While the prob-
lem is more difficult over land, recently developed techniques
hold the promise of accurate aerosol retrievals over land. A
recent issue of theJournal of Geophysical Researchcontains a
set of papers on atmospheric retrievals from satellite data and
methods of atmospheric correction [15].

In the TIR, numerous, multichannel, empirical approaches
have been developed to determine the surface-leaving radi-
ance over water, and thus infer the sea-surface temperature
[16]–[19]. These methods establish the relationship between
water temperatures measured at the sea surface and the bright-
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TABLE I
ASTER BANDS AND RADIOMETRIC SPECIFICATIONS

ness temperatures measured in two or more strategically
chosen spectral channels to include differential effects in atmo-
spheric absorption and emission. While these methods provide
good results over water, where the emissivity is relatively well
known, they produce mixed results over land [20].

This paper describes the operational atmospheric correction
that will be used for ASTER. The paper covers the correction
of the VNIR/SWIR bands and the TIR bands separately.
The VNIR/SWIR description includes a discussion of an
adjacency-effect correction and the method that will be used in
the absence of atmospheric information. Results of sensitivity
analyses for both approaches follows the discussion of the
methods that will be used.

II. A TMOSPHERIC AND TOPOGRAPHICINPUTS

One issue for the atmospheric correction of ASTER is
the fact that the system was not designed to retrieve atmo-
spheric information. Because of this, the ASTER Science
Team decided to rely on outside sources for atmospheric
parameters for the at-launch version of the atmospheric correc-
tion. Most of these parameters will be obtained from results
from other EOS-AM1 platform sensors, such as the Multi-
angle Imaging SpectroRadiometer (MISR) and the Moderate-
Resolution Imaging Spectroradiometer (MODIS). For the TIR,
the most important factors are atmospheric water vapor and
temperature, and MODIS products will be used when possible
for profiles of temperature, humidity, and column water vapor.
As a backup, we will interpolate results of global assimilation
model data [21], [22].

Because of the placement of the ASTER channels, ozone is
not a significant factor in atmospheric correction, except for
channels 2, 11, and 12, which are in the Chappuis absorption
band or are near the ozone band between 9 and 10m.

Profile information from the Stratospheric Aerosol and Gas
Experiment (SAGE) is the first choice for columnar ozone, but
SAGE II, or its replacement, may not be available at the start
of the EOS-AM1 mission and MODIS results are a secondary
source. We also plan to use ozone estimates from Total Ozone
Mapping Spectrometer (TOMS) but these data, as well as the
SAGE data, will not be coincident in space and time with the
ASTER measurements. If no ozone estimates are available,
or if the temporal differences between ozone measurements
and ASTER data collection cause large uncertainties, we will
rely on climatology based on the TOMS and SAGE data.
Atmospheric scattering is often dominated by aerosols and are
important for the solar-reflective bands of ASTER. Information
on the aerosol type and amount will be derived from results
from MISR. If these data are not available, we will rely on
MODIS results or climatological data.

The atmospheric information needed for the calculation of
the atmospheric correction will be at resolutions lower than
that of ASTER. This is also true of the surface topographic
data, where the only global digital elevation model (DEM)
available for ASTER is ETOPO5, which has elevations posted
approximately every 10 km [23]. The EOS project has plans
to provide a near-global DEM with 1-km postings based on
the Digital Chart of the World (DCW) and other sources [23].
The project is also examining 90-m posting data based on the
Defense Mapping Agency’s (DMA) Digital Terrain Elevation
Data (DTED) [23].

III. SOLAR REFLECTIVE CORRECTION

A. Overview of Method

The atmospheric correction for the VNIR and SWIR is
based on a lookup table (LUT) approach, assuming that
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atmospheric scattering optical depths and aerosol parameters
are known from outside sources. Using these parameters, a
set of piecewise linear fits are determined from the LUT that
relate the measured satellite radiances to surface radiance and
surface reflectance. The method described here is similar to a
scheme implemented for Landsat TM that relied on ground-
based solar radiometers to characterize the atmosphere [24].
The reflectance of an arbitrary pixel in the TM image is
corrected, assuming the relationship between the at-sensor
radiance and surface reflectance is linear. This relationship is
actually quadratic over the full 0.0–1.0 range of reflectance, but
it is sufficiently linear over shorter ranges [25]. The satellite
radiance derived from the image DN is matched to a pair
of code radiances, and the corresponding reflectance factor is
obtained by linear interpolation.

Application of this approach to TM imagery yielded un-
certainties of 0.008 in reflectance over an agricultural area,
with reflectance ranging 0.02–0.55 [24]. Application to HRV
data, including off-nadir angles similar to those expected from
ASTER, resulted in reflectances to better than 10% absolute
error for the same agricultural area, with a 0.1–0.4 reflectance
range [12]. A study of several atmospheric correction methods
yielded better than a 0.015 rms error in reflectance over the
range of 0.02–0.63 for a similar approach [26]. The same
study also showed that this approach compares favorably with
other methods. The above technique has only been used on
subscenes on the order of 512 512 pixels and never op-
erationally because it is too computationally intensive. Using
an LUT approach reduces computational requirements, and
LUT’s avoid the complexity of maintaining radiative transfer
codes in an operational environment [8]. LUT approaches have
been used successfully over water [27], [28], and land [29].

The actual atmospheric correction begins by using inputs
of columnar amounts of absorbing gases to compute the
transmittance for the ASTER bands using a modified form of
the program Moderate Resolution Atmospheric Radiance and
Transmittance Model (MODTRAN). The satellite radiances
are divided by these transmittances. While this is a crude
approach, it should be sufficient for typical surface targets and
the low absorption in the ASTER bands. The scattering optical
depths and aerosol type obtained from climatology or results
from MISR or MODIS measurements are used to determine
the appropriate portion of the LUT. In most cases, the values
of the input parameters to the atmospheric correction will
not match those of the LUT. For cases in which enough
radiative transfer code runs can be stored in the LUT so
that there is less than a 1% difference between cases, we
simply use the nearest LUT case. The molecular scattering
optical depth and view angle are treated in this fashion.
When it is too computationally expensive to generate the large
number of runs needed to keep differences to less than 1%,
then linear interpolation of the LUT cases is used. The solar
zenith and aerosol scattering optical depth are treated in this
manner. Once the appropriate surface radiances, reflectances,
and sensor radiances are determined from the table, piecewise
linear fits are calculated. The ASTER radiance is then used
with the proper linear fit to determine the surface radiance
and reflectance.

B. Radiative Transfer Code

The radiative transfer code used to calculate the radiances
for the LUT is a Gauss–Seidel iteration code that assumes the
earth is flat with a homogeneous, Lambertian surface and a
plane-parallel, homogeneous atmosphere divided into optically
thin layers [30]. The input parameters for the radiative transfer
code include solar zenith angle, surface reflectance, and de-
sired view angle. Other inputs include molecular and aerosol
scattering optical depths, aerosol index of refraction, and
aerosol size distribution. The code is efficient computationally,
but even so, it is not feasible to run the code on an operational
basis for atmospheric correction of ASTER data. For a typical
60 60-km ASTER scene, it is reasonable to divide the scene
into 5 5 areas, where atmospheric composition is assumed
constant. Then 25 runs of the radiative transfer code are needed
for each of the nine VNIR/SWIR bands. If five reflectance
values are calculated per band to obtain the piecewise linear
fits, the total number of runs needed is 1125. On a typical
workstation, this translates to several hours to perform the
radiative transfer calculations. Thus, we need computers that
are several orders of magnitude faster, fewer runs of the
radiative transfer code, or an LUT. It was decided to use
an LUT because it gives us an efficient means to solve the
problem without sacrificing too much accuracy.

C. LUT Resolution

The goal of selecting parameters to generate the LUT is
to develop the smallest table possible while still producing
accurate results. While the access time for the LUT does not
strongly depend upon the size of the table because the results
are stored in a relational database [31], a smaller table requires
less time to generate. A study of the sensitivity of the top-of-
the-atmosphere (TOA) radiances to LUT parameters was done
to determine the values needed to generate a table in which
changes in the input parameters cause a percent change in the
at-sensor radiance of less than 1%.

When this philosophy was applied to the wavelengths of
ASTER, it was found that only two wavelengths are required
to generate the LUT, one for the VNIR (band 2) and one for the
SWIR (band 5). Changes in wavelength have two effects on
the radiative transfer for a given set of optical thicknesses. One
is the scattering phase function. The wavelength effect is small
when compared to uncertainties in the phase function caused
by uncertainty in the size distribution and index of refraction.
An additional effect is that the single scattering albedo is
wavelength dependent. If the single scattering albedo is known
for each band, this wavelength effect can be partially corrected.
Figs. 1 and 2 illustrate these effects. Fig. 1 shows the percent
change in the scattering phase function between the upper and
lower wavelengths of both the VNIR and SWIR telescopes
for a Junge parameter of 3.0, real index of refraction of 1.44,
and imaginary index of 0.03. This figure represents one of the
more severe cases, yet still shows phase function differences
of less than 1% for scattering angles between the solar beam
and the view angles of ASTER. The larger effects at other
scattering angles are mitigated by multiple scattering. Fig. 2
shows the percent change in radiance between the wavelengths
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Fig. 1. Percent difference in Mie scattering phase function
(100 � [P (�1) � P (�2)]=P (�1)) determined for the upper and lower
wavelengths of both the VNIR and SWIR telescopes.

Fig. 2. Percent difference of at-sensor radiances (100 � [L(�1) �
L(�2)]=L(�1)) between the upper and lower VNIR wavelengths with other
parameters held constant.

of bands 1 and 3 as a function of surface reflectance when
the scattering optical depths are held constant. Similar results
are obtained for bands 4 and 9. In this figure, the aerosol
optical depth is assumed to be 0.8. The effects are similar
for other optical depths. About 0.5% of the effect seen can
be attributed to differences in the single scattering albedo. By
selecting the middle wavelength for each spectral region and
adjusting for imaginary index effects, the percent error from
using one wavelength is in the 0.5–1.0% range.

The effect due to azimuth angle depends strongly on surface
reflectance. For reflectances greater than 0.3, we found that
a 15 interval is acceptable. At reflectances less than 0.3, a
smaller difference is required when the view zenith is greater
than 10. For view zenith angles 10 , a difference of less
than 15 is not required, except for reflectances less than 0.2.
Figs. 3 and 4 illustrate some of these effects. Fig. 3 shows the
percent difference in at-sensor radiance due to a 15change
in azimuth angle for the conditions listed in the graph. The
feature to notice is that the uncertainty for a surface reflectance
of 0.05 is nearly one-half the value for a reflectance of 0.0. The
uncertainty becomes much smaller as the reflectance continues

Fig. 3. Percent difference of at-sensor radiances (100 � [L(�1) �
L(�2)]=L(�1)) for 15� intervals in relative azimuth for low reflectances.

Fig. 4. Percent difference of at-sensor radiances (100 � [L(�1) �
L(�2)]=L(�1)) for 15� intervals in relative azimuth for low- and high-aerosol
optical thicknesses.

to increase. Fig. 4 is similar to Fig. 3, except two optical
depths are presented. Because of the nature of the radiance as
a function of azimuth, using an interpolation scheme does not
reduce the uncertainty. Thus, values selected for generating the
LUT are 0–180 at 15 intervals for reflectances larger than
0.1, and an interval of 7.5has been selected for reflectances
of 0.0 and 0.1.

While the relative azimuth (or equivalently, the view az-
imuth) is not a well-behaved function, the view nadir angle is
better behaved. In general, the interval should not exceed 2to
satisfy the accuracy requirements for a nearest-case approach.
It is possible to have larger intervals for cases of high surface
reflectance, small solar zenith angle, and low turbidity. Based
on this and the known pointing limitations of the sensor, view
angles have been selected that have a 1interval from 0 to 9
for the SWIR band and 0–24at 1 intervals for the VNIR
band.

The change in at-sensor radiance with changing solar zenith
angle is straightforward. The requirement is that the interval
in solar zenith must be less than 0.01 in the cosine of the
solar zenith to ensure that the percent change in at-sensor
radiance is less than 1% for a nearest-case method. Because
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it is unrealistic to use a cosine interval of 0.01, thus requiring
66 values for solar zenith angle for the range from 0 to 70,
the current approach uses interpolation techniques to account
for changes in solar zenith. We are using 15 values for solar
zenith angles ranging from 0 to 72.5at 0.05 intervals in
cosine. Work is still being done to determine the optimal
method for handling solar zenith angles larger than 72.5.
This is complicated by the fact that at larger solar zenith
angles the assumption of the earth-atmosphere system being
plane-parallel begins to break down.

The aerosol optical depth results are highly dependent on the
surface reflectance. For reflectance greater than 0.0, differences
are less than 1% for differences in aerosol optical depth of
0.025. Interpolation on results for a 0.15 interval results in
differences of less than 0.3%. The maximum value for the
aerosol optical depth that will be used is 0.9. Values larger than
this cause the Gauss–Seidel iteration method to breakdown
and not converge to a solution. It was decided to accept
this constraint because familiarity with the Gauss–Seidel code
allows for easier development. In addition, the use of an
operational code for cases of such high turbidity is not
recommended and these cases will receive special processing.
Results of studies of the molecular optical depth are essentially
identical to those for aerosol optical depth, but a 0.15 interval
covers the entire range of expected molecular optical depths
for ASTER. A nearest-case approach is adopted for molecular
scatter with 13 values of molecular optical depth, 0.01 to 0.13
at 0.01 intervals for the VNIR and one value of 0.002 for the
SWIR bands.

The final parameter is surface reflectance. Since the ap-
proach uses linear interpolation to retrieve reflectance from
at-sensor radiance, we examined only the differences due to
interpolation. Values of 0.0, 0.1, 0.2, 0.3, 0.5, 0.7, and 1.0 are
adequate with interpolation causing less than 0.2% differences.

D. Adjacency Effect

The radiance at the sensor while viewing a specific site
is affected by atmospheric scattering from adjacent areas to
the site, and several useful papers have been published since
the late 1970’s on this topic [32]–[35]. Tanreet al. [36]
expresses the at-sensor radiance as a sum of the radiative
interactions between the atmosphere and a Lambertian surface.
A total of six interaction terms using an average environmental
reflectance accounts for more than 85% of the total adjacency
effect. Takashima and Masuda [37] consider nine terms with a
Lambertian surface and show that the adjacency effect depends
on scene contrast, spatial resolution of the sensor, and the
optical properties of the atmosphere. Because it is largest for
high-spatial resolution sensors, large atmospheric scattering
optical thicknesses, and high-contrast scenes, it must be taken
into account to properly determine the surface reflectance
and radiance for ASTER. Because of the complicated nature
of determining the contribution of radiation from adjacent
regions, the problem is difficult to treat on an operational basis.
However, the multispectral data at the high-spatial resolution
of ASTER should allow for an adjacency correction in the
atmospheric correction of ASTER data.

For the model presented here, we assume a plane-parallel,
stratified atmosphere, where the scatterers are constant within
a layer. If the surface reflectance is spatially varying, the
reflection function for the earth-atmosphere system can be
expressed in a form consistent for use in a doubling-adding
radiative transfer code as

where is the normalized radiance at the sensor for an
optical thickness of [38], and are the reflection and
transmission functions of the atmosphere,and are the
cosine of the view and solar zenith angles,is the surface
albedo, is the surface wind speed, and is the surface
reflection function. The denominator indicates an infinite series
of hemispherical radiative interactions between the surface and
the atmosphere. Including the first nine of these interactions
for optical thicknesses, less than 2.0 ensures uncertainties less
than 1% [38].

We simulate the heterogeneous surface as a checkerboard
with uniform surface properties within a given square [39].
Because the multiply-scattered energy from areas adjacent to
the target is difficult to derive, we divide this process into
three parts. First, is the forward-scattered energy from the
surface within the sensor’s instantaneous field-of-view (IFOV).
Second, radiation is scattered from within the sensor’s IFOV
outside the IFOV and back into the IFOV by atmospheric
constituents. Third, radiation reflected by adjacent pixels is
scattered into the IFOV. The contribution of the first part is
large because of the strong forward scattering by aerosol; the
second and third parts are relatively small. Also, as the distance
from the target pixel increases, the optical thickness of the slant
path from the adjacent pixel to the sensor IFOV becomes larger
and the contribution of the adjacent pixel to the target pixel
decreases due to attenuation.

The model assumes the ratio of the diffusely transmitted
radiation from the adjacent pixel to the target pixel is identical
to that computed for single scattering. This emphasizes the
relative position of each respective pixel to the target rather
than the precise radiative transfer processes in the atmosphere.
This ratio, of course, decreases with increasing distance from
the target since the attenuation of the transmitted diffuse
radiation increases with the distance. Accuracy is improved
if the interaction of radiation in and out of the IFOV is
considered for the second and higher order scattering, but
this increases the computational complexity. To evaluate the
adjacency effect, we will refer to two parameters and ,
which are ratios related to the singly-scattered radiation from
an adjacent th pixel in the heterogeneous case to that from
a one-dimensional (1-D) system. The ratio of the diffusely
transmitted radiation is and the diffusely reflected situation
is . The sums of and over all adjacent pixels (over
all values of ) should have a value of 1.0 for the best
accuracy.

We determine radiances using both a 1-D model with
homogeneous surface and the checkerboard model. The optical
thickness for molecular scattering and absorption for the simu-
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Fig. 5. Parameter� as a function of distance from the target pixel indication
adjacency effects on the observed radiance for a target at nadir for clear and
hazy conditions.

lations are from LOWTRAN7 [40] for the summer midlatitude
model. The aerosols are assumed to be dust-like particles [41]
represented by a log-normal distribution of spherical particles
with a mean radius of 0.5 m and a standard deviation of
2.99 m. The refractive index at a wavelength of 0.55m is
1.53–0.008. The Selby and McClatchey vertical distribution
[42] is modified so that the total aerosol optical thickness ()
is 0.1 at 0.55 m for a clear atmosphere and 0.35 for the
hazy case. The single scattering phase function is calculated
from Mie theory for radii between 0.001 and 10m, and total
optical thicknesses are tabulated for ASTER’s VNIR bands.

In the present simulation, the sum of thes is found to be
0.93 and for the s to be 0.76 for the clear atmosphere case for
band 1. The values are 0.94 and 0.75 in hazy conditions. While

is nearly one, is much lower, but this is not problematic
because of the relatively small contribution, as compared to
the diffusely transmitted component, of diffusely reflected
radiation from adjacent pixels to the target pixel radiation. It is
possible to improve these sums by adopting a larger area over
which to consider adjacency effects and smaller checkerboard
pixel size, but this increases the computational complexity
of the problem. As an exercise, we examine how large an
area might be needed to improve the sums by determining
the contribution of scattered radiation from adjacent pixels as
a function of distance from the observation direction. Fig. 5
shows the value of as a function of distance and that the
contribution from adjacent pixels is less than 1% at a distance
of 10 km and less than 0.1% at 20 km for the clear case.
In the hazy case, these percentages are lower. That is, the
contribution decreases faster with distance in hazy conditions.
Again, this is because of greater attenuation of the adjacent
pixel’s radiation in hazy conditions.

As a check of the model’s numerical accuracy, we deter-
mined radiances at the TOA for the case of a homogeneous
water surface using both a doubling-adding code and the
current approach. Fig. 6 shows the upwelling radiance as a
function of angle from the water surface as well as that from a
Lambertian surface for reference. The solid line indicates the
upwelling radiation from a Lambertian ground surface with
reflectance of 0.2, and the dashed line indicates the upwelling

Fig. 6. Comparison of the radiance calculated by the doubling-adding
method for a homogeneous surface to that by the present method including
adjacency effects. The atmosphere is assumed to be clear, and the solar
zenith is 6.3�.

radiation from an ocean with a surface wind of 5 m/s using
the Cox–Munk model wave-slope model. For these results,
the clear atmosphere case is used for Band 1 of ASTER. The
solar zenith is 6.3, explaining the peak in the curve at this
view angle due to specular reflection. The radiance from the
adjacency effect code is indicated on the graph by thesymbol
and is 8.5% smaller than that from the doubling–adding code.
In this case, the checkerboard size was 21.421.4 km with a
homogeneous ocean surface. If the size of the checkerboard is
taken to be 44.8 44.8 km, the difference becomes6.5%.
A similar result is obtained for a solar zenith angle of 60.

Simulations have also been done for a test site that is
planned for the validation of the atmospheric correction. The
site is Kasumi-ga-Ura Lake in the Tsukuba area of Japan,
about 60 km northeast of Tokyo. For the simulation, we
consider adjacency effects up to a distance of 20 km from
an assumed subsatellite point. The solar azimuth is 20.8
from the anticipated orbital inclination of ASTER for a local
overpass time of 10:30 a.m. Two solar zenith angles are used,
corresponding to those at the summer (13) and winter (60)
solstices. The land surface is Lambertian, and the lake surface
follows the Cox–Munk model wave-slope model for surface
wind of 5 m/s. The vertical profile of aerosols and molecules
is assumed to have an equivalent height of 7 km for the
mixture of these constituents. The grid size is 11 km.
Fig. 7(a) shows an enlargement of the middle of the lake
(the subsatellite point is indicated by a “” in the figure)
with contours of percent change in at-sensor radiance over the
water with a land boundary from that determined by assuming
the target is homogeneous. Both the clear and hazy cases are
shown. Fig. 7(b) shows a similar set of contours, but for the
effect of the adjacent lake on the upwelling radiation from the
land area. As expected, the effect of the lake on the upwelling
radiation decreases with increasing distance from the lake. At
a distance of 1 km from the lake, the difference is1% from
that of the homogeneous land surface in the clear condition
and 2% for the hazy conditions. Also, the effect of the lake
on the radiance over the land surface is smaller than the effect
of the land on the radiance over the lake.
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(a)

(b)

Fig. 7. (a) Contours of percent difference between radiances computed over
a water target with and without including adjacency effects due to upwelling
radiation from the nearby land surface. Results are for ASTER Band 1 for (left)
clear and (right) hazy conditions. (b) Contours of percent difference between
radiances computed over a Lambertian land target with and without including
adjacency effects due to upwelling radiation from the nearby water surface.
Results are for ASTER Band 1 for (left) clear and (right) hazy conditions.

These results indicate the importance of the adjacency effect
for an ASTER correction. Fig. 8 shows a flow diagram for the
proposed operational procedure of atmospheric correction. Be-
cause this correction is for use in an operational environment,
application of the adjacency correction is limited to those cases
in which the surface heterogeneity causes the adjacency effect
to cause a change in retrieved surface reflectance of 3% at
reflectances greater than 0.2 and 0.006 reflectance units for
low reflectance. As will be seen in the section on uncertainties,
this applies the adjacency correction to cases in which the
uncertainty caused by ignoring the adjacency effect would
exceed the uncertainties, due to the use of an LUT.

Ideally, we would like to include all contributions from all
pixels to determine the correction for adjacency effects for
ASTER. However, this is simply not feasible in an operational
method. If the contribution of the width of 20 km is considered,
the total number of adjacent pixels becomes 26662666
for the case of the VNIR subsystem of ASTER. Therefore,
substantial computation time would be required if all of these
pixels were considered. Thus, a checkerboard size will be
selected based on the distance between the target and adjacent

Fig. 8. Flow diagram showing the planned atmospheric correction including
adjacency effects.

pixels to reduce this computation time. Preliminary work
indicates that adequate results are obtained with as few as
441 pixels. One other problem is that accurate profile data of
the scatterers cannot be provided for ASTER data. Therefore,
we will adopt an equivalent height, where the optical properties
equal those of an homogeneous atmosphere is introduced for
the runs that are used to generate the adjacency correction
LUT.

E. Atmospheric Correction in the Absence
of Atmospheric Data

The atmospheric correction presented relies on aerosol
information from sources outside the ASTER data stream. If
no concurrent aerosol information is available, we rely on
climatological values determined as a function of location.
In parallel with the development of the LUT atmospheric
correction approach, we continue to investigate other methods
for cases with no outside data. The problem with such an
approach is that the ASTER bands were not selected for the
purpose of determining atmospheric characteristics. ASTER
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does, however, have the advantage of having high spatial
resolution and several bands in the SWIR, and this makes
it suitable for an approach using ground targets of known
reflectance. We are implementing an approach similar to that
of the MODIS atmospheric group [43]. In this method, SWIR
data are used to determine areas of low reflectance due to dark
vegetation or water. These areas correspond to areas of low
reflectance in the VNIR that can then be used to determine
the aerosol properties [44]. For MODIS, it has been proposed
that bands at 3.9 and 2.1m will be used to determine the
reflectance at 0.47 and 0.66m. ASTER does not have a
band at 3.9 m, but has several possible bands in the SWIR
that can be used. The primary disadvantage to using ASTER
data to determine aerosol properties is the lack of a band in
the blue portion of the spectrum. A secondary LUT is being
developed, such that dark-pixel data in the VNIR bands are
used to directly determine the surface reflectance and radiance
without determining the aerosol characteristics explicitly.

IV. TIR CORRECTION

A. Description of Method

In the TIR, the radiance leaving the surface is a
combination of both emission and reflection and is related to
the at-sensor radiance , transmission of the atmosphere,
and the atmospheric path radiance (which arises from
both atmospheric emission and scattering) as

If the spectral emissivity of the surface is known, these
two components can be separated. As mentioned, numerous,
multichannel, empirical approaches have been developed to
determine the surface-leaving radiance over water, in which
the spectral emissivity can be assumed to be known. The major
advantage of multichannel methods is they use measurements
from the time and place of interest and inherently account for
the atmosphere on a pixel-by-pixel basis.

For ASTER, such multichannel approaches will not be
used because 1) the ASTER TIR channels were selected to
avoid atmospheric effects, 2) the spectral emissivity of the
land surface is not known and is highly variable, and 3) the
multichannel method is sensitive to measurement noise. The
effect of spatial emissivity variations on two-channel (split-
window) methods has shown that the methods require both
an absolute knowledge of the mean emissivity of the channels
used as well as the difference in emissivity in the two bands
[45]. For AVHRR channels 4 and 5, the mean emissivity
must be known to 0.005 and the difference in emissivity to
7 10 for the error in the surface temperature derived
to be of order 0.5 K. In general, the emissivity of the land
surface is not well known. A study of effects of uncertainties
in the at-sensor radiance on multichannel methods for AVHRR
channels 3–5 show errors in channel brightness temperature
are multiplied by six for a two-channel case and three for a
three-channel case [46]. The approach by the MODIS Team
is a multichannel method, but the MODIS bands, integration

times, and specified SNR were selected in part with such a
method in mind [46].

Rather than a multichannel method, we use a “clear sky”
correction. Among the issues in this scheme are 1) selecting
an adequate atmospheric radiative transfer model for calcu-
lating path transmission and radiance, 2) finding sources of
atmospheric information needed for the transfer model, and
3) preparing parameter sets compatible with the transfer model
by merging and interpolation from the various sources. The
basic approach is straightforward. The atmospheric parameters
are derived from outside sources. These results are interpolated
to a uniform grid (for example, 15-km grid point spacing)
across an ASTER scene (60 60 km), including elevation
effects. The atmospheric correction is calculated for each grid
point (a total of 125 points for the five ASTER bands) for sev-
eral elevations representative of the surrounding terrain. The
correction appropriate for each pixel is obtained by a spatial
interpolation from the surrounding grid points. The selection
of the grid spacing is based on keeping the interpolation error
to an acceptable level without requiring an excessive number
of computations.

B. Radiative Transfer Code

The radiative transfer code for this approach should

1) have sufficient accuracy to meet the goals of the exper-
iment;

2) be widely and easily available;
3) have community interest in making improvements to the

code;
4) have previous use for atmospheric corrections in the

TIR; and
5) be computationally efficient.

Based on these criteria, we selected MODTRAN because it
has the properties above and because we have used it, in
its several versions, for more than ten years. MODTRAN3
[47], [48] is the version currently included in the correction.
MODTRAN, a successor to LOWTRAN, includes all the func-
tional capabilities of LOWTRAN7 but uses a more accurate
and higher resolution molecular band model, with 2-cm
resolution based on the HITRAN molecular database [49].
Thus, MODTRAN provides sufficient spectral resolution to be
used with the narrowest ASTER TIR channels. Occasionally,
updates to the code are provided by the developers, and we
intend to evaluate each of these updates to determine whether
it is warranted to update the atmospheric correction code with
the new version. For example, at the time of the writing of this
paper, MODTRAN4 was close to being released, and it will
be evaluated by the ASTER Team to determine whether the
modifications impact the atmospheric correction of ASTER. If
so, it will be included in the next release of the atmospheric
correction code delivered to the EOS project.

The MODTRAN band model uses a stored spectral database
for 12 (H O, CO , O , N O, CO, CH , O , NO, SO , NO ,
NH , and HNO ) of the 13 (N is handled more simply)
molecules included, with band model parameters calculated
for 1-cm spectral bins at five temperatures between 200 and
300 K. The model includes effects due to multiple scattering



THOME et al.: ATMOSPHERIC CORRECTION OF ASTER 1207

TABLE II
UNCERTAINTY IN AT-SENSOR RADIANCE DETERMINED FROM

RADIATIVE TRANSFER CODE RESULTS FOR THELISTED SOURCES

FOR BOTH THE LOW- AND HIGH-REFLECTANCE CASES

by molecules and aerosols and allows the user to specify
profiles of temperature, water vapor density, ozone, aerosols
(in three regions: boundary layer, troposphere, and strato-
sphere) and any of the other gases that may vary with time
(e.g., CO). Transmittance comparisons between MODTRAN
and the line-by-line code, FASCODE3P [50], for horizontal
paths have shown agreement to better than 2%. Radiance
comparisons made with an upward-looking interferometer
using quality atmospheric parameter measurements have also
shown agreement to better than 2% [48]. More work needs
to be done involving comparisons between MODTRAN and
transfer models of established accuracy in the mode in which
the model is to be used for ASTER atmospheric correction
(i.e., looking vertically through the entire atmosphere), but a
comparison of this type between MODTRAN, LOWTRAN6,
and LOWTRAN7 with ATRAD, an accurate multiple scat-
tering radiative transfer model, showed differences in the
0.5–2% range for broad thermal bands [46]. These limited
attempts at establishing the accuracy of MODTRAN indicate it
should be suitable for use, but further work using the ASTER
band passes is needed to establish the accuracy that can be
expected.

V. UNCERTAINTY ESTIMATES

A. Solar Reflective

Table II lists the uncertainty sources we have identified for
the atmospheric correction. The table shows results for a low-
reflectance case (reflectance0.1) and a high-reflectance case
( 0.1). The reason for dividing the table is that many of the
uncertainties depend strongly on reflectance. The error column
is the error in the quantity listed in the source column. These
values should be viewed as those that might be expected for
this work, but postlaunch validation is required to determine

Fig. 9. Uncertainty in at-sensor radiance due to an 0.05 change in aerosol
scattering optical depth.

their actual values. The total error column is the error in at-
sensor radiance in percent caused by the item in the source
column. The overall total is the root sum of squares of all
the error sources. The choice of the root sum of squares
is not necessarily valid as the sources are known not to
be independent in some cases. These tables are intended to
indicate what parameters might cause problems when the
atmospheric correction is implemented based on reasonable
assumptions about the uncertainty of the inputs.

The first source of uncertainty listed in the tables is the
sensor calibration related to the error in converting the satellite
digital numbers to radiance. The specification for ASTER is
4%, absolute. In creating the summary tables, this value is
assumed to be the same for both low and high values of
reflectance, although this will not be the case. The LUT line in
the table shows the largest expected uncertainty in computing
the radiance using the LUT. If this value is exceeded, the
LUT will be modified to reduce the uncertainty. Compar-
isons between independent radiative transfer codes making
similar assumptions to that used to develop the LUT (Mie
scattering by the aerosols, Junge size distributions, etc.) but
different numerical techniques, give results that compare at
the 1% level.

Another source of uncertainty is the scattering optical depth.
Fig. 9 shows the percent difference in the at-sensor radiance
due to an 0.05 change in optical depth. The results are shown
as a function of optical depth for several surface reflectance
values. The figure shows results for only one solar geometry
and aerosol type, but similar results are obtained for other
aerosol parameters and solar geometry. It can be seen that
the sensitivity to optical depth is strongly dependent on the
surface reflectance. When the surface reflectance exceeds 0.1,
TOA radiance changes by less than 1% for optical depth
uncertainties of 0.05. When the surface reflectance is less than
0.1, the uncertainty in TOA radiance can be as large as 8%.

Additionally, we must contend with uncertainties in the
aerosol size distribution. For cases when other data from MISR
and MODIS are available, these uncertainties should not be
large because errors made in retrieving the aerosol types should
cancel to some extent when applied to ASTER. The idea
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is that, the aerosol type selected by the MISR and MODIS
algorithms are those that best match the measured radiance
distribution at the TOA. If these aerosol types are used in
the ASTER case, they should at least accurately portray the
atmospheric path radiances, allowing for a good reflectance
retrieval. Still, it is expected that there will be an uncertainty
due to this parameter, and the tables include reasonable values
based on typical uncertainties in knowledge of a power-law
distribution and uncertainty in imaginary index of refraction.
Postlaunch validation will be used to better understand this.

Since the surface elevation is used to adjust the scattering
optical depths, there are uncertainties due to the surface height
derived from the input DEM. This is found to be 4% for the
low-reflectance case and0.5% for the high-reflectance case,
for a height uncertainty of 100 m at sea level. Uncertainty
due to surface slope is not included because it is not possible
to assess this with the current radiative transfer code. In
retrieving the surface radiance, we will not attempt to account
for surface-slope effects because this would make the LUT
prohibitively large. Rather, we use surface slope to adjust the
retrieved surface reflectance. For a given slope error, the error
in surface reflectance will be much larger as the slope angle
increases. A 5error in slope at 30gives a 5% error in surface
reflectance. The same 5error at a slope angle of 45is 8%. It
should be noted that, since the radiative transfer code assumes
a plane-parallel earth-atmosphere system, the uncertainties in
the code results increase as the slope angle increases.

The LUT assumes the surface to be Lambertian for two
reasons: 1) including bidirectional reflectance factor (BRF)
effects in the LUT makes the table prohibitively large and
2) there is no BRF information available at the 30-m scale
of ASTER. The effects of this assumption were investigated
with the radiative transfer code for three surface BRF’s. Case
1 used a surface having a factor for angles within 30of the
horizon that is ten times that of the nadir hemispherical-direct
value. Case 2 simulated a hotspot effect with the reflectance
factor in the backscatter direction being a factor of two greater
than that for the nadir hemispherical-direct value. For these
two cases, the solar angle was 45, thus, BRF effects only
manifest themselves in the multiply scattered radiance at the
sensor. Case 3 is identical to Case 2, except the sun angle is
18 and the hotspot is viewed directly.

Using these cases with a variety of hemispherical-directional
reflectances, aerosol amounts and types, and view geometries,
we determined the percent difference between the Lambertian
and non-Lambertian cases. For all three of the above described
cases, the percent difference from the Lambertian case was
less than 1%, except the case when the sensor directly views
the hotspot. In this case, the reflectance derived from the
non-Lambertian radiances using a linear interpolation of the
Lambertian results gives an error of 4–7% at low optical
depths. This error is smaller at higher optical depths due
to attenuation of the radiation from the hotspot. One BRF
effect not examined is that due to specular reflection. While
the current radiative transfer code can use a non-Lambertian
surface, it does not treat specular reflection properly. The effect
of specular reflection will be important for an ASTER-only
atmospheric correction since small changes in the reflectance

of water will seriously affect the retrieved aerosol parame-
ters.

The total uncertainty from all of these factors, assuming
the component uncertainties in the table, is 14% for the low-
reflectance case and 7% for the high-reflectance case. The
error in the retrieved surface reflectance and surface radiance
based on these results depends on the relationship between
TOA radiance and surface reflectance and surface radiance.
Using a moderate-turbidity case, the uncertainty in retrieved
surface reflectance is 30–70% at a reflectance of 0.05. (or
0.02–0.04 units in reflectance). A 7% uncertainty leads to a
7–9% uncertainty in surface reflectance at a surface reflectance
of 0.5 (or 0.04 units in surface reflectance). These values
correspond well to those found using a similar atmospheric
correction applied to TM [24] and HRV [12] at a low-
turbidity agricultural site. These values are also similar in
size to those found for several other atmospheric correction
approaches [26]. Since these previous results used ground-
based measurements of atmospheric parameters, they represent
what we would expect in a best case. Thus, it is doubtful that
using a more complicated atmospheric correction scheme will
improve the uncertainties listed above, since it should be the
uncertainty in the input parameters that is the largest source
of uncertainty in the final result.

C. TIR

As with the VNIR/SWIR correction, the accuracy of the
atmospheric correction method depends on the accuracy of
the primary input variables and the sensitivity to their uncer-
tainty. The primary input variables are atmospheric profiles
for temperature, water vapor, ozone, and aerosols. Estimates
for the sensitivity were developed prior to the release of
MODTRAN using the LOWTRAN 7 radiative transfer code.
The atmospheres used were midlatitude summer (air temper-
ature at the surface 297.2 K, 2.35-cm column water amount,
0.332-cm-atm total ozone, and a “visibility” of 25 km), tropical
[air temperature at the surface 302.7 K, 3.32-cm column water
amount, 0.277-cm-atm total ozone and a “visibility” of 25
km], and Subarctic Winter (air temperature at the surface
257.2 K, 0.33-cm column water amount, 0.376 cm-atm total
ozone, and a “visibility” of 25 km). The sensitivity to each
variable, model atmosphere, and wavelength was determined
by noting the change in radiance due to small changes in
the base value of each of the four primary variables. The
sensitivity in the ASTER Bands was obtained by weighting the
wavelength-dependent sensitivities with the expected spectral
profile of each ASTER channel. For this study, we assumed
an uncertainty in columnar water vapor of 20%, 0.5% in
atmospheric temperature, and 50% in column ozone and
horizontal visibility. The results for three of the five ASTER
channels in both radiance and brightness temperature are given
in Table III for the two most sensitive atmospheres.

Because of strong water vapor absorption below 8m,
ASTER Band 10 is about twice as sensitive to uncertainties
in atmospheric water vapor and temperature as the other four
bands. Band 12 is the most sensitive to uncertainties in ozone
because of the presence of ozone absorption and gross errors
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TABLE III
PERCENT CHANGE IN AT-SENSOR RADIANCE FOR THE TIR BANDS OF ASTER AS A FUNCTION OF PERCENT CHANGE IN THE GIVEN INPUT PARAMETER

in ozone lead to errors greater than the instrument’s
for this band. Aerosols have a small impact on all five bands
but little of this effect is due to the profile of the aerosols.

The simple sensitivity analysis presented here deals with
errors that are biased consistently in one direction throughout
the profile. As such, they should produce the largest error in
radiance for a given assumed percentage error in one of the
input variables. In practice, the error may vary with altitude,
assume either sign within a given profile and the error from
one source may partially balance that from another source.
Also, the large number of parameters, in excess of 150, when
considering profile information, necessary to set up an atmo-
spheric model in MODTRAN, are correlated or anticorrelated
to varying degrees in ways that are difficult to unravel. It
may be that “standard” errors will be considerably less than
the “maximum” errors that result from adding everything
with the same sign. One general conclusion is that keeping
the surface radiance error, due to errors in estimated water
vapor and temperature profiles, below the 1-K accuracy of
the ASTER instrument itself will be difficult for warm, humid
atmospheres.

One source of uncertainty not covered in Table III is that
due to elevation errors between the average elevation of
the pixel of interest and the elevation used for that pixel
in computing the atmospheric correction. The magnitude of
the resulting error in the atmospheric correction depends
on the atmospheric profile, elevation of the surface, surface
temperature, and ASTER band being corrected. For five rep-
resentative atmospheric profiles for all five ASTER TIR bands,
the maximum error due to elevation uncertainty occurs in band
10 and is 0.3 K in brightness temperature for an altitude error
of 100 m. Although the atmospheric correction error is not
strictly linear with elevation error, the linear assumption is
reasonably close for elevation errors up to several hundred
meters. For Band 10, the most sensitive channel, the DCW
elevation error of 650 m translates into the equivalent of a
brightness error of 1.8 K for the worst case. The associated

error for a horizontal error of 600 m for a slope of 30leads
to a brightness temperature error of 0.8 K. For the DTED,
the error due to vertical uncertainty is smaller than that from
horizontal uncertainty and the error is 0.5 K from horizontal
uncertainty with a 45 slope. For the majority of the earth’s
surface, the existing sources of topographic information should
result in elevation-related atmospheric correction errors that
are less than a few tenths of a degree Kelvin for the most
sensitive ASTER band and atmospheric profile. In steep terrain
(slopes greater than about 30), it is likely the positional
accuracy of both the elevation model and the ASTER pixels
will determine the size of the error, and this could be more
than 1.0 K in unfavorable cases.

Two additional points are also inherent in using an atmo-
spheric profile-based atmospheric correction algorithm. First,
this method is sensitive to artifacts in the topographic model
used. Since global topographic data sets are necessarily large
and have been compiled from a variety of sources, artifacts
are inevitable. It is important to understand and remove
these artifacts, where possible, as they will impose system-
atic position-based errors on the atmospherically corrected
brightness temperatures. Second, topographic errors are not
spectrally neutral across the five ASTER thermal channels.
Methods that use the spectral contrast across these channels
to extract additional information should, at a minimum, take
into consideration the systematic effect topographic error will
have on atmospherically corrected ASTER thermal data.

VI. CONCLUSION

A straightforward atmospheric correction is being developed
for ASTER. The method relies on inputs on the state of
the atmosphere from sensors better suited for such studies.
The design of this atmospheric correction has focused on
providing an accurate correction that is robust enough for
an operational environment. The atmospheric correction of
ASTER data has two distinct methods, one for the TIR and the
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other for the solar reflective. The TIR approach is based on the
radiative transfer code MODTRAN and relies on atmospheric
temperature and humidity profiles derived from MODIS data
or global assimilation models. The solar reflective approach is
an LUT method based on results from a Gauss–Seidel iteration
radiative transfer code.

The solar-reflective approach is also being developed to
include adjacency effects. This algorithm is simulated by a
checkerboard type surface, whose pixels may be composed of
either land or water and considers effects within an area of
20 20 km. Numerical simulations of this algorithm reveal
that the adjacency effect depends upon the vertical profile of
the atmospheric constituents, is larger in clear conditions than
in hazy conditions, is larger with higher land reflectance, and
is small over land in coastal zones. The radiance over a lake
inside the continent can be derived to simulate the surface of
which pixels are either lake or land. It is not essential for it to
be either a Lambertian or Cox–Munk model water surface.

Sensitivity analyses of the results of the atmospheric correc-
tion indicate that the solar reflective correction will be limited
by the accuracy of the input parameters and should be no better
than results obtained from using ground-based atmospheric
data. The expected uncertainty of the solar reflective should
be 0.02 in reflectance at reflectances less than 0.1. This
uncertainty in reflectance rises to 0.04 at a reflectance of
0.5. It is difficult at this time to assess numerical values to
the uncertainty of the TIR correction. One general conclusion
is that obtaining surface radiance uncertainty below the 1-K
accuracy of the ASTER instrument itself will be difficult for
warm, humid atmospheres.
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